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Abstract. In this work we study the formation of consensus in a hi-
erarchical population. We derive the corresponding kinetic equations,
and analyze the long time behaviour of their solutions for the case of
finite number of hierarchical obtaining explicit formula for the consensus
opinion.

1. Introduction

In the last years an increasing amount of work has been devoted to the
mathematical study of models coming from social and economic sciences.
Among these, an interesting subject is the modelling of opinion formation
process where one tries to understand how exchanges of opinions between
individuals can result in such dramatic effect as the emergence of consensus,
bipolarization, extremism, ...

Understanding how individuals are affected by others and change their
opinion as a result is a well studied question in sociology. Among the social
theories that study theses issues are the social impact and social pressure
theory [5, 13, 16], where agents modify their opinions trying to fit in some
social group, and the persuasive argument theory [9, 17], where the new opin-
ion appears after an interchange of arguments among agents. Economists
like T. Schelling [23] also studied how microscopic changes in the behaviours
of individuals can propagate in a society to become observable at a large
scale.

More recently physicists started taking advantages of the similarities be-
tween these questions and those of statistical mechanics. Indeed we can de-
velop strong analogies between statistical mechanics on one hand and sociol-
ogy, economy on the other hand assimilating individuals exchanging opinion
(or any other socio-economic quantity) during an encounter with particles
exchanging energy during shocks. Despite being a reductive approach of the
complexity of human behaviours, simple models developped by physicists
were able to reproduce empirical data. These successes led to the creation
of two very active field of research, namely sociophysic and econophysic (see
e.g. [10, 12, 25]). Mathematicians are also actively investigated questions
related to the modelling of socio-economic human behaviours mainly using
active particles and tools from the kinetic theory of gases like Boltzmann-like
and Fokker-Planck equations (see [7, 8, 18]).
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The relative simplicity of these models is useful to assess the impact of
some particular aspect of the dynamic like e.g. the sociological assump-
tions embodied in the interaction rule modelling the exchange of opinions
between individuals, the heterogeneity of the individuals or of the opinion,
the network of relations between individuals, .... The dynamic of the models
is usually investigated though intensive agent-based numerical simulations.
Theoretical results can then be obtained in some cases using tools from
statistical mechanics, probability and partial differential equations (see e.g.
[18, 19, 20, 21]).

Interactions among individuals are usually assumed to be symmetric in
the sense that individual A influences individual B in the same way that
B influences A (up to particular characteristics of A and B). On the other
hand many social structures in human society are hierarchized in the sense
that members are ranked differently (family, work, army, government), and
the rank affects the flow of information in the group resulting in asymmet-
ric interactions between individuals. There are very few works concerning
opinion dynamic in presence of asymmetry between individuals (see [15] and
references therein).

To assess the impact of asymmetry among individuals, we consider in
this work a hierarchized society where the ranking of individuals directly
impact the flow of information between them. We will suppose that an
individual convinces automatically any lower ranked individuals and can
also convinces a higher ranked individual with a certain probability p. Thus
when p = 0 information flows only from top-ranked individuals down to
the lowest ranked ones. On the contrary when p > 0 this perfect top-to-
bottom flow is perturbed by an upward flow of information. We are mainly
interested in analyzing how the formation of consensus is perturbed by such
a noise.

To do so we consider a large population of individuals each characterized
by an opinion and a rank. Individuals interact by pair and modify their
opinion following a standard tendency to compromise rule but also taking
into account their respective ranks. Numerical simulations suggest consensus
is always reached in the sense that individuals tend to share the same opinion
up to small random fluctuations. To gain further insights we formulate an
equation satisfied by the distribution of pairs (opinion, rank), and analyze
its long-time behaviour when there are finitely many different ranks in the
population. We also consider another source of perturbation allowing for
stubborn individuals i.e. individuals who always keep the same opinion.
Such individuals have a strong impact on the formation of consensus since
they accelerate the formation of consensus and drive the opinion of the
non-stubborn individuals towards a the mean of their opinion (see [19] and
the references therein). As a result of our theoretical analysis we prove that
consensus is indeed reached and obtain explicit formula for the limit opinion
taking into account individuals’ranks and stubborness. These results are in
perfect agreement with the agent-based simulations.
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Notations. We fix some notations and recall some known facts that will
be used throughout this paper.

We let K = [−1, 1] × [0, 1] and denote a generic element of K by ϖ :=
(w, h).

The convex set of Borel probability measures over K is denoted P (K).
The integration of a measurable function ϕ : K → R with respect to a
probability measure f ∈ P (K) is denoted by

∫
K ϕ(ϖ) f(dϖ). When f = f(t)

depends on time, we denote the integral
∫
K ϕ(ϖ) f(t, dϖ). The marginals

of f ∈ P (K) in the w- and h-variables will be denoted by f(dw) and f(dh)
respectively. Thus for any ϕ : K → R depending only on w,∫

K
ϕ(ϖ) f(dϖ) =

∫ 1

−1
ϕ(w) f(dw),

and likewise if ϕ depends only on h,∫
K
ϕ(ϖ) f(dϖ) =

∫ 1

0
ϕ(h) f(dh).

Two notions of convergence are useful on P (K): the convergence with
respect to the Total Variation (TV) norm, and the weak convergence. The
TV norm of f ∈ P (K) is

(1) ∥f∥TV = sup

{∫
K
ϕ(ϖ) f(dϖ) : ϕ ∈ C(K), ∥ϕ∥∞ ≤ 1

}
.

Then (P (K), ∥.∥TV ) is a Banach space. However the TV norm is too rigid
for our purpose. For instance even if y → x, we do not have limy→x ∥δy −
δx∥TV = 0 - in fact ∥δy − δx∥TV = 2 if x ̸= y. Moreover it is difficult to
obtain compactness in the TV norm. The weak convergence is a weaker
notion of convergence which turns to be out more useful for us. We say that
a sequence (fn)n ⊂ P (K) weakly converges to f ∈ P (K) if

(2)

∫
K
ϕ(ϖ) fn(dϖ) →

∫
K
ϕ(ϖ) f(dϖ) for any ϕ ∈ C(K).

Since K is compact, Prokhorov’s Theorem gives that P (K) is compact for
the weak convergence. Moreover the weak convergence can be metricized in
several ways. Among the many metrics giving the weak convergence, the
Wasserstein or Monge-Kantorovich distance W1 is especially useful for us.
The W1 distance between f, g ∈ P (K) is defined as

(3) W1(f, g) = inf
π

∫
K×K

|ϖ −ϖ∗|π(dϖ, dϖ∗) = sup
ϕ

∫
K
ϕ(ϖ) (f − g)(dϖ)

where the inf is taken over all π ∈ P (K ×K) with marginals f and g, and
the sup is taken over all the functions ϕ : K → R that are 1-Lipschitz. The
last equality is indeed the Kantorovich-Rubinstein Theorem. We refer to
the book [27] for more details concerning Monge-Kantorovich distances.
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2. Description of the model

2.1. Opinion, hierarchy and stubbornness parameters. We consider
a large hierarchical population of individuals and suppose that each one of
them is characterized by three parameters: their opinion w, their hierarchy
level h, and their stubbornness q. The opinion w of an individual quantifies
their attitude about some given topic currently discussed in the population.
We model it by a real number in [−1, 1] where w = ±1 corresponds to a
radical opinion and w = 0 to a neutral one. The importance in the society
of an individual is indicated by their hierarchy level h, a real number in
[0, 1] where h = 1 is the highest hierarchy level and h = 0 the lowest.
Eventually the stubbornness parameter q measures how stubborn is the
individual when changing opinion. We represent it with a real number q in
[0, 1], the probability the individual will accept being influenced by others in
an interaction. Notice in particular the individuals with q = 0 are stubborn
in the sense they will never change their opinion. The impact of stubborn
individuals on the formation of consensus and its value is important as shown
in [19]. Indeed the analysis in [19] shows that the stubborn individuals
plays a critical role in the opinion formation process as they both accelerate
the consensus formation in the non-stubborn population and determine the
asymptotic consensus opinion. In the non-stubborn population, the precise
value of q only affects the velocity at which individuals change opinion but
not the qualitative overall dynamic. Since the main focus of this paper is on
the impact of the hierarchy parameter h on the opinion formation process,
we will assume for simplicity that q can only take the values 0 and 1. Thus
the stubborn individuals have q = 0, and the non-stubborn ones have q = 1.

2.2. Interaction rule. The most crucial point in the modelling of an opin-
ion formation process consists in specifying the interactions between indi-
viduals since they will result in changes of the opinion of the interacting
individuals and will ultimately be the reason for any macroscopic property
of the distribution of opinions.

Here we follow the majority of the papers on this topic assuming that
interactions occur at a constant rate (assumed w.l.o.g to be 1) between pair
of randomly chosen individuals.

Assume e.g. that agents i and j with parameters (w, h, q) and (w∗, h∗, q∗)
are to interact. We denote their new post-interaction parameters by (w′, h′, q′)
and (w′

∗, h
′
∗, q

′
∗) respectively. We assume for simplicity that the hierarchy

level and the stubbornness do not change:

h′ = h, h′∗ = h∗, and q′ = q, q′∗ = q∗.

If agent i is stubborn, i.e. q = 0, then he will not change his mind:

w′ = w if q = 0.

If he is not stubborn, i.e. q = 1, agent i will change his opinion under
the influence of j if either j have a higher or equal hierarchy than i, i.e.
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h∗ ≥ h, or, when h∗ < h, with a given probability p ∈ [0, 1]. In both cases,
i is convinced by j and as a result slightly moves his opinion w toward j’s
opinion w∗:
(4)

w′ =

{
w + γ(w∗ − w) if h∗ ≥ h, or, if h∗ < h, with probability p,

w otherwise.

Here γ > 0 is a given parameter modelling the strength of the interaction.
Interaction rule (4) corresponds to an attractive interaction which models

the tendency to compromise. This is a well-studied [1] mechanism considered
by different sociological theories (persuasion [3, 28], imitation [3], social
pressure [5, 24]).

The parameter p models the possibility of not respecting the hierarchy
i.e. the probability that a lower ranked individual convinces a higher ranked
one. Notice that the extreme case p = 0 means that the hierarchy is always
strictly respected. We refer to this case as the “pure hierarchy model”. We
expect in that case a vertical transmission of information from the highest
hierarchy level down to the lowest, eventually altered at each level by the
stubborn individuals. We will confirm this intuition later. On the other
hand, when p is positive, this perfect vertical propagation of opinion is dis-
turbed. It is then interesting to see to the impact of the disturbance on
the formation of consensus. Eventually when p = 1 then j always con-
vinces i whatever their hierarchy levels: hierarchy is irrelevant. This is the
case studied in [19]. We thus focus on the case p = 0 where hierarchy is
strictly respected, and the case p ∈ (0, 1) where hierarchy is disrupted with
probability p.

3. Macroscopic kinetic model

3.1. Macroscopic integral equation. To describe at the whole popula-
tion level the consequences of the microscopic interaction rule presented in
the previous section, we follow the methodology used e.g. in [7, 18, 26]. We
thus introduce the distribution fγ(t, dϖ) of the pair ϖ in the whole popu-
lation at time t. Notice fγ(t, dϖ) belongs to P (K), the set of probability
measures on K := [−1, 1]× [0, 1]. Then

(5) mγ(t) =

∫
K
w fγ(t, dϖ)

is the expected mean opinion in the whole population, and

(6) V arγ(t) =

∫
K
w2 fγ(t, dϖ)−mγ(t)

2

is the variance of f(t, dϖ). In general for any continuous function ϕ ∈ C(K),
the integral

∫
K ϕ(ϖ) fγ(t, dϖ) is the expected mean value of ϕ at time t. The

time evolution of fγ(t, dϖ) is then characterized through the time evolution
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of
∫
K ϕ(ϖ) fγ(t, dϖ) for any ϕ ∈ C(K). Following [26] fγ(t, dϖ) satisfies an

integral equation given in weak form by

d

dt

∫
K
ϕ(ϖ) fγ(t, dϖ) =

∫
K×K

E[ϕ(ϖ′)− ϕ(ϖ)] fγ(t, dϖ)fγ(t, dϖ∗)(7)

for any ϕ ∈ C(K), where E[ϕ(ϖ′)− ϕ(ϖ)] is the expected value of ϕ(ϖ′)−
ϕ(ϖ).

A classical argument based on Banach fixed-point theorem shows that
this equation is well-posed when we endow P (K) with the total variation
norm (1).

Theorem 3.1. For any initial condition f0 ∈ P (K) there exists a unique
fγ ∈ C([0,+∞), P (K))∩C1((0,+∞), P (K)) satisfying (7) with initial con-
dition fγ|t=0 = f0.

The proof of this result is standard, see [11] for the details.

The above equation (7) does not distinguish between stubborn and non-
stubborn individuals although only non-stubborn change their opinion in
time. To obtain an equation for the evolution of the distribution of ϖ in
the non-stubborn population, denote α ∈ [0, 1] the proportion of stubborn
agents, and fS

γ (t, dϖ), fNS
γ (t, dϖ) the distribution of opinion in the stub-

born and non-stubborn population. Notice α is constant in time since the
dynamic does not affect the stubbornness. As the stubborn individuals do
not change opinion, the distribution of opinion in the stubborn population
is indeed constant in time so that fS

γ (t, dϖ) = fS
0 (dϖ). We then have

fγ(t, dϖ) = αfS
0 (dϖ) + (1− α)fNS

γ (t, dϖ).

Equation (7) can then be written as

α
d

dt

∫
K
ϕ(ϖ) fS

0 (dϖ) + (1− α)
d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ)

= α

∫
K2

E[ϕ(ϖ′)− ϕ(ϖ)] fS
0 (dϖ)fγ(t, dϖ∗)

+(1− α)

∫
K2

E[ϕ(ϖ′)− ϕ(ϖ)] fNS
γ (t, dϖ)fγ(t, dϖ∗).

The first derivative in the left hand side is clearly zero. Moreover since
w′ = w when the agent is stubborn, the first integral in the right hand side
is zero. Thus

d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ) =

∫
K2

E[ϕ(ϖ′)− ϕ(ϖ)] fNS
γ (t, dϖ)fγ(t, dϖ∗)

=

∫
K2

[ϕ(w + γ(w∗ − w), h)− ϕ(w, h)](p1h∗<h + 1h∗≥h) f
NS
γ (t, dϖ)fγ(t, dϖ∗)
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i.e.

d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ)

=

∫
K2

[ϕ(w + γ(w∗ − w), h)− ϕ(w, h)](p+ (1− p)1h∗≥h) f
NS
γ (t, dϖ)fγ(t, dϖ∗).

(8)

Studying the asymptotic behaviour of the solution fNS
γ (t, dϖ) as t →

+∞ of this integral equation is non trivial. Notice for instance that taking
ϕ(ϖ) = w does not yield a closed equation for the mean opinion in the non-
stubborn population (see e.g. the system of equations (30) solved by the
mean opinion in each non-stubborn subgroup of a given hierarchy). Instead
we will rely on a procedure called grazing limit to deduce from (8) a local
equation amenable to analysis.

3.2. Grazing limit: Heuristic. The grazing limit procedure is well-known
in the mathematical literature on the Boltzmann equation and has been
adapted to opinion formation model in [26]. In our setting it consists simply
in taking γ ≪ 1 and approximating

ϕ(w + γ(w∗ − w), h)− ϕ(w, h) ≃ γϕw(ϖ)(w∗ − w).

Then (8) becomes

1

γ

d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ)

≈ p

∫
K2

ϕw(ϖ)(w∗ − w) fNS
γ (t, dϖ)fγ(t, dϖ∗)

+ (1− p)

∫
K2

ϕw(ϖ)(w∗ − w)1h∗≥h f
NS
γ (t, dϖ)fγ(t, dϖ∗).(9)

The first integral in the right hand side is∫
K2

ϕw(ϖ)(mγ(t)− w) fNS
γ (t, dϖ)

where mγ(t) is the mean opinion defined in (5). Notice that∫
K
1h∗≥h fγ(t, dϖ∗) = f0([h, 1])

is the proportion of agents with a hierarchy greater than or equal to h (which
remains constant time since the dynamic we consider here do not affect the
hierarchy level). Denote

bγ(t, h) :=

∫
K
w∗1h∗≥h

fγ(t, dϖ∗)

f0([h, 1])
(10)

the average opinion among agents with a hierarchy greater than or equal

to h (notice that
fγ(t,dϖ∗)
f0([h,1])

is a probability measure on [−1, 1]× [h, 1]). The
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second integral in the right hand side of (9) is then∫
K
ϕw(ϖ)(bγ(t, h)− w)f0([h, 1]) f

NS
γ (t, dϖ).

We thus obtain from (9) the equation

1

γ

d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ)

= p

∫
K
ϕw(ϖ) (mγ(t)− w) fNS

γ (t, dϖ)

+ (1− p)

∫
K
ϕw(ϖ) (bγ(t, h)− w) f0([h, 1]) f

NS
γ (t, dϖ).

(11)

This equation is the weak formulation of the transport equation

(12)
1

γ

∂

∂t
fNS
γ +

∂

∂w

(
v[fNS

γ (t)](w)fNS
γ

)
= 0,

where

v[fNS
γ (t)](w) = p(mγ(t)− w) + (1− p)(bγ(t, h)− w)f0([h, 1]).

The grazing limit procedure thus allowed to replace the integral equation
(8) by the local equation (12) which is expected to approximate (7) in the
limit γ ≃ 0.

3.3. Existence of the grazing limit. These heuristic considerations can
be justified up to rescaling time considering the new time-scale τ = γt.
Indeed since γ ≃ 0, changes in opinion on the time scale t are infinitesimal.
We then have to wait a long time τ to see a macroscopic change.

The following results aim at justifying the above informal derivation.
From now on we endow P (K) with the weak convergence metricized e.g.
by the W1 distance (3).

As a first step we can prove that fγ converges as γ → 0 along a subse-
quence on the time scale τ .

Theorem 3.2. Given an initial condition f0 ∈ P (K), consider the solution
fγ of equation (7) as given by Theorem 3.1. With a slight abuse of notation
we denote fγ(τ, dϖ) := fγ(t, dϖ) where τ = γt. Then there exists fNS ∈
C([0,+∞), P (K)) such that, up to subsequences, fNS

γ → fNS as γ → 0 in
C([0, T ], P (K)) for any T > 0.

Remark 3.1. Since fγ(τ, dϖ) = αfS
0 (dϖ) + (1 − α)fNS

γ (τ, dϖ) and fS
0 is

constant in time, we obtain that fγ → f := αfS
0 + (1− α)fNS.

Proof. We can see from (8) that the time-rescaled measure fγ(τ) solves

γ
d

dτ

∫
K
ϕ(ϖ) fNS

γ (τ, dϖ)

=

∫
K2

[ϕ(w + γ(w∗ − w), h)− ϕ(w, h)](p+ (1− p)1h∗≥h) f
NS
γ (τ, dϖ)fγ(τ, dϖ∗).
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We use a Taylor expansion of ϕ with respect to the w variable:

ϕ(w + γ(w∗ − w), h)− ϕ(w, h) = γϕw(ϖ)(w∗ − w) +
γ2

2
ϕww(ξ, h)(w∗ − w)2

where ξ lies between w and w + γ(w∗ − w). Then the same considerations
that led to (11) gives

d

dτ

∫
K
ϕ(ϖ)fNS

γ (τ, dϖ) = p

∫
K
ϕw (mγ(τ)− w) fNS

γ (τ, dϖ) +R(τ, γ)

+(1− p)

∫
K
ϕw (bγ(τ, h)− w) f0 ([h, 1]) f

NS
γ (τ, dϖ),

where

R(τ, γ) =
γ

2

∫
K2

(w∗−w)2ϕww(ξ, h)(p+(1− p)1h∗≥h) f
NS
γ (τ, dϖ)fγ(τ, dϖ∗).

Integrating in time between τ and τ ′ we obtain

∫
K
ϕ(ϖ)(fNS

γ (τ ′, dϖ)− fNS
γ (τ, dϖ)) = p

∫ τ ′

τ

∫
K
ϕw(ϖ) (mγ(s)− w) fNS

γ (s,ϖ)ds

+ (1− p)

∫ τ ′

τ

∫
K
ϕw(ϖ) (bγ(s, h)− w) f0 ([h, 1]) f

NS
γ (s, dϖ)ds

+

∫ τ ′

τ
R(s, γ) ds.

(13)

Using that |p + (1 − p)1h∗≥h| ≤ 1 and (w∗ − w)2 ≤ 4 we have |R(s, γ)| ≤
2γ∥ϕww∥∞. Moreover mγ(s), bγ(s, h) ∈ [−1, 1] so that |mγ(s)− w| ≤ 2 and
|bγ(s, h)− w| ≤ 2. Thus∣∣∣ ∫

K
ϕ(ϖ)(fNS

γ (τ ′, dϖ)− fNS
γ (τ, dϖ))

∣∣∣ ≤ C∥ϕ∥C2 |τ ′ − τ |

where C = 4+ 2γ and ∥ϕ∥C2 = ∥ϕ∥∞ + ∥ϕw∥∞ + ∥ϕww∥∞. We thus obtain

(14) sup
ϕ∈C3(K), ∥ϕ∥C2≤1

∣∣∣∣∫
K
ϕ(ϖ)

(
fNS
γ (τ ′, dϖ)− fNS

γ (τ, dϖ)
)∣∣∣∣ ≤ C(τ ′ − τ).

The duality with C2(K) defines the following norm ∥.∥ on P (K):

∥f∥ := sup
ϕ∈C2(K), ∥ϕ∥C2≤1

∫
K
ϕ(ϖ) dµ.

According to Lemma 5.3 and Corollary 5.5 in [14] this norm induces the
weak topology on P (K).

Notice that (14) implies that the family {fNS
γ }γ is uniformly equicon-

tinuous in C([0,+∞), (P (K), ∥.∥)). Since P (K) is compact for the weak
convergence, we can then apply Arzela-Ascoli Theorem in C([0, T ], P (K)),
T > 0, to obtain the existence of fNS ∈ C([0,+∞), P (K)) such that up to
a subsequence as γ → 0, fNS

γ → fNS in C([0, T ], P (K)), T > 0. □
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The next natural step consists in passing to the limit γ → 0 in∫
K
ϕ(ϖ) fNS

γ (τ, dϖ) =

∫
K
ϕ(ϖ) fNS

0 (dϖ)

+ p

∫ τ

0

∫
K
ϕw(ϖ) (mγ(s)− w) fNS

γ (s,ϖ)ds

+ (1− p)

∫ τ

0

∫
K
ϕw(ϖ) (bγ(s, h)− w) f0 ([h, 1]) f

NS
γ (s, dϖ)ds

+

∫ τ

0
R(s, γ) ds

(15)

for a given ϕ ∈ C2(K) to deduce that fNS solves the limit equation (11).
Clearly

∫ τ
0 R(s, γ) ds → 0 since |R(s, γ)| ≤ 2γ∥ϕww∥∞. Moreover the con-

vergence fNS
γ → fNS we just proved allows to pass to the limit in the left

hand side. Also

mγ(s) =

∫ 1

−1
w fγ(s, dϖ) = α

∫ 1

−1
w fS

0 (dϖ) + (1− α)

∫ 1

−1
w fNS

γ (s, dϖ)

converges uniformly for s ∈ [0, T ], T > 0, to

α

∫ 1

−1
w fS

0 (dϖ) + (1− α)

∫ 1

−1
w fNS(s, dϖ) =: m(s).

We can thus pass to the limit in the second term in the right hand side.
However the third term in the right hand side of (15) is not trivial to

handle because the functions

(w, h) → (bγ(s, h)− w)f0([h, 1]) =

∫
K
w∗1h∗≥h fγ(s, dϖ∗)− wf0([h, 1])

and (w∗, h∗) → w∗1h∗≥h are in general not continuous.
We were able to circumvent this difficulty when there are only a finite

number of hierarchy levels in the population,

3.4. Limit equation when there is a finite number of hierarchy level.
Let us consider the case where there is a finite number N of hierarchy levels
0 ≤ h1 < h2 < ... < hN ≤ 1. We need to introduce some notations.
We denote f0(hi) the proportion of individuals with hierarchy level hi, i =
1, ..., N , and fS

0 (hi) and fNS
0 (hi) the proportion of individuals with hierarchy

level hi within the stubborn and non-stubborn population. Thus f0(hi) =
αfS

0 (hi) + (1− α)fNS
0 (hi). We can then write the distribution of hierarchy

level as

f0(dh) =

N∑
i=1

f0(hi)δhi
= αfS

0 (dh) + (1− α)fNS
0 (dh)(16)

where fS
0 (dh) =

∑N
i=1 f

S
0 (hi)δhi

and fNS
0 (dh) =

∑N
i=1 f

NS
0 (hi)δhi

.
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In the same way we write the measure fNS
γ (τ, dϖ) as

fNS
γ (τ, dϖ) =

N∑
i=1

fNS
0 (hi)

(
fNS,i
γ (τ, dw)⊗ δhi

)
(17)

where fNS,i
γ (τ, dw) is the distribution of opinion in the non-stubborn hi-

population.

Equation (15) then becomes a system of N coupled equations for fNS,i
γ (τ, dw),

i = 1, ..., N . Indeed (15) reads

N∑
i=1

fNS
0 (hi)

∫ 1

−1
ϕ(w, hi) f

NS,i
γ (τ, dw) =

N∑
i=1

fNS
0 (hi)

∫ 1

−1
ϕ(w, hi) f

NS,i
0 (dw)

+ p
N∑
i=1

fNS
0 (hi)

∫ τ

0

∫ 1

−1
ϕw(w, hi) (mγ(s)− w) fNS,i

γ (s, w)ds

+ (1− p)
N∑
i=1

fNS
0 (hi)

∫ τ

0

∫ 1

−1
ϕw(w, hi) (bγ(s, hi)− w) f0 ([hi, 1]) f

NS,i
γ (s, dw)ds

+

∫ τ

0
R(s, γ) ds,

i.e. for any i = 1, ..., N , and for any ϕ ∈ C2([−1, 1]),∫ 1

−1
ϕ(w) fNS,i

γ (τ, dw) =

∫ 1

−1
ϕ(w) fNS,i

0 (dw)

+ p

∫ τ

0

∫ 1

−1
ϕ′(w) (mγ(s)− w) fNS,i

γ (s, dw)ds

+ (1− p)

∫ τ

0

∫ 1

−1
ϕ′(w) (bγ(s, hi)− w) f0 ([hi, 1]) f

NS,i
γ (s, dw)ds

+O(γ)τ

(18)

where we used that |R(s, γ)| ≤ 2γ∥ϕww∥∞.
We can now pass to the limit γ → 0. Recall from Remark 3.1 that we

write the limit f of fγ as

(19) f(τ, dϖ) = αfS
0 (dϖ) + (1− α)fNS(τ, dϖ),

with

(20) fNS(τ, dϖ) =

N∑
i=1

fNS
0 (hi)(f

NS,i(τ, dw)⊗ δhi
)

in the same way as (17). Denote also

(21) m(τ) =

∫ 1

−1
w f(τ, dϖ), b(τ, h) =

∫
K
w∗1h∗≥h

f(τ, dϖ∗)

f0([h, 1])
.

We then have



12 M.C. ROMERO LONGAR, N.SAINTIER AND A. SILVA

Theorem 3.3. The measures fNS,i(τ, dw), i = 1, .., N , solves the system∫ 1

−1
ϕ(w) fNS,i(τ, dw) =

∫ 1

−1
ϕ(w) fNS,i

0 (dw)

+ p

∫ τ

0

∫ 1

−1
ϕ′(w) (m(s)− w) fNS,i(s, dw)ds

+ (1− p)

∫ τ

0

∫ 1

−1
ϕ′(w) (b(s, hi)− w) f0 ([hi, 1]) f

NS,i(s, dw)ds

(22)

for any ϕ ∈ C1([−1, 1]).

Proof. The convergence fNS
γ → fNS proved in Theorem 3.2 is equivalent to

fNS,i
γ → fNS,i, i = 1, ..., N , i.e. for any ϕ ∈ C([−1, 1]),∫ 1

−1
ϕ(w) fNS,i

γ (τ, dw) →
∫ 1

−1
ϕ(w) fNS,i(τ, dw)

uniformly for τ ∈ [0, T ], T > 0.
We want to pass to the limit γ → 0 in (18). As explained right after (15),

we only need to concentrate on the last term in (18), namely∫ τ

0

∫ 1

−1
ϕ′(w)bγ(s, hi)f0([hi, 1]) f

NS,i
γ (s, dw)ds

−f0([hi, 1])

∫ τ

0

∫ 1

−1
ϕ′(w)w fNS,i

γ (s, dw)ds =: A−B.

We can clearly pass to the limit in the second term B. Concerning the first
term A, notice first that

f0 ([hi, 1]) bγ(s, hi) = α
∑
j≥i

fS
0 (hj)

∫ 1

−1
w∗f

S,j
0 (dw∗)

+ (1− α)
∑
j≥i

fNS
0 (hj)

∫ 1

−1
w∗f

NS,j
γ (s, dw∗).

Letting

mS,j
0 =

∫ 1

−1
w∗f

S,j
0 (dw∗), mNS,j

γ (s) =

∫ 1

−1
w∗f

NS,j
γ (s, dw∗)

be the mean opinion in the stubborn and non-stubborn hj-population, we
obtain

A = α
∑
j≥i

fS
0 (hj)m

S,j
0

∫ τ

0

∫ 1

−1
ϕ′(w) fNS,i

γ (s, dw)ds

+(1− α)
∑
j≥i

fS
0 (hj)m

NS,j
γ (s)

∫ τ

0

∫ 1

−1
ϕ′(w) fNS,i

γ (s, dw)ds.
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Since ∫ 1

−1
ϕ′(w) fNS,i

γ (s, dw) →
∫ 1

−1
ϕ′(w) fNS,i(s, dw)

and

mNS,j
γ →

∫ 1

−1
w∗f

NS,j(s, dw∗) =: mNS,j

uniformly in [0, T ], T > 0, we can pass to the limit in A. □

3.5. A regularized equation. Introducing the function J(h) = 1h≤0 +
p1h>0 we can rewrite the opinion updating rule (4) as w′ = w + γ(w∗ − w)
with probability J(h− h∗). Equation (8) becomes

d

dt

∫
K
ϕ(ϖ) fNS

γ (t, dϖ)

=

∫
K2

[ϕ(w + γ(w∗ − w), h)− ϕ(w, h)]J(h− h∗) f
NS
γ (t, dϖ)fγ(t, dϖ∗).

which yields in the limit γ ≈ 0 the equation

d

dτ

∫
K
ϕ(ϖ) fNS(τ, dϖ)

=

∫
K
ϕw(ϖ)

{∫
K
(w∗ − w)J(h− h∗)fγ(t, dϖ∗)

}
fNS
γ (t, dϖ).

Notice the main difficulty we faced before in order to justfy the limit γ → 0
and prove that the limit of the fγ satisfies this limit equation was the lack
of regularity of J .

We can circumvent this difficulty considering a smooth approximation Jε
such that 0 ≤ Jε ≤ 1 and Jε(h) = 1 if h ≤ 0, Jε(h) = p if h ≥ ε for a small
ε > 0. The limit equation when γ → 0 is then

d

dτ

∫
K
ϕ(ϖ) fNS(τ, dϖ) =

∫
K
ϕw(ϖ)vε[f(τ)](ϖ)fNS(τ, dϖ)

where

vε[f(τ)](ϖ) =

∫
K
(w∗ − w)Jε(h− h∗)f(τ, dϖ∗),

which is the weak formulation of the transport equation

∂

∂t
fNS +

∂

∂w

(
vε[f(t)](w)f

NS
)
= 0.

Since Jε is bounded and globally Lipschitz, this equation has a unique so-
lution (see e.g. [2]). The same kind of argument as before easily shows
this unique solution is the limit of the fNS

γ when γ → 0. Notice eventually
that when there are finitely many hierarchy level h1, .., hN then the original
(with J) and the regularized dynamic (with Jε) coincide if ε ≪ 1 (namely
if ε < mini ̸=j |hi − hj |).
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4. Long-time behaviour

According to Theorem 3.3, when the distribution f0(dh) of hierarchy level
is finite discrete, any solution fNS

γ of (8) converges as γ → 0 (up to a
subsequence and time rescaling) to a solution of equation (11), namely

d

dt

∫
K
ϕ(ϖ) fNS(t, dϖ) = p

∫
K
ϕw(ϖ) (m(t)− w) fNS(t, dϖ)

+ (1− p)

∫
K
ϕw(ϖ) (b(t, h)− w) f0([h, 1]) f

NS(t, dϖ).

(23)

From now on we denote the time by t instead of τ for ease of notation.
In this section we investigate the long time behaviour of fNS .
Notice first that when p = 1, the hierarchy do not impact on the dynamic.

This is the case studied in [19] where it was proved that fNS(t) converge as
t → +∞ to a Dirac mass which is located at the initial mean opinion of (i)
the whole population, m(0), if α = 0, and of (ii) the stubborn population,
mS

0 , if α > 0. Thus as t → +∞,

(24) fNS(t) → δmNS
∞

, where mNS
∞ =

{
m(0) if α = 0

mS
0 if α > 0.

We assume from now that p ∈ [0, 1). We also assume that the hierarchy
level can only take the values 0 ≤ h1 < h2 < ... < hN ≤ 1 and w.l.o.g that
there are top-ranked individual in the population i.e. f0(hN ) > 0.

Recall that fNS,i(t, dw) is the distribution of opinion in the non-stubborn
population with hierarchy level hi (see (19) and (20)). Denote

(25) mNS,i(t) := mNS,hi(t) =

∫
K
w fNS,i(t, dw) i = 1, ..., N

the mean opinion in the non-stubborn hi population, and

(26) mS,i
0 := mS,hi

0 =

∫
K
w fS,i

0 (dw) i = 1, ..., N

the mean opinion in the stubborn hi population.

We will first verify that the tendency-to-compromise modelled by the in-
teraction rule (4) implies that the opinion dynamic is contractive: the distri-
bution of opinion in a non-stubborn subpopulation of a given hierarchy level
hi shrinks to a point, namely its mean value mNS,i(t). As a consequence, we
will only need to study the asymptotic behaviour of themNS,i(t), i = 1, .., N .

4.1. Contractive dynamic. Given some f ∈ P ([−1, 1]), we recall that
the cumulative distribution function (cdf) F : R → [0, 1] of f is defined as
F (x) = f((−∞, x]). The generalized inverse of F is X : (0, 1] → [−1, 1]
defined by

X(ρ) = inf {x ∈ [−1, 1] s.t. F (x) ≥ ρ} .
Notice that X(1) and X(0+) := limr→0+ X(r) are the right and left end
points of the support of f .
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The generalized inverse enables us to rewrite equation (22) satisfied by
fNS,i in terms of the generalized inverse of its cdf. Using the resulting
equation we will easily show that the support of fNS,i(t) shrinks to a point
exponentially fast. To do so we will need the following result (see Theorem
3.1 in [4] and Prop. 3.1 in [19]):

Proposition 4.1. Let v : (t, x) ∈ [0,+∞)× [−1, 1] → v(t, x) ∈ R be contin-
uous in (t, x) and globally Lipschitz in x. Then f ∈ C([0,+∞), P ([−1, 1]))
is a weak solution of

∂tft + ∂x(v(t, x)ft) = 0,

in the sense that for any ϕ ∈ C1([−1, 1]) and any t > 0,

(27)

∫ 1

−1
ϕ(x) dft(x) =

∫ 1

−1
ϕ(x) df0(x) +

∫ t

0

∫ 1

−1
ϕ′(x)v(s, x) dfs(x)ds,

if and only if for any r ∈ (0, 1], Xt(r) is a solution of

∂tXt(r) = v(t,Xt(r)).

We can then prove that

Proposition 4.2. For any i = 1, .., N and t ≥ 0,

(28) |conv(supp fNS,i(t))| ≤ |conv(supp fNS,i
0 )|e−(p+(1−p)f0([hi,1]))t

where |conv(supp fNS,i)(t)| denotes the length of the convex hull of the sup-
port of fNS,i(t).

Proof. Notice that equation (22) satisfied by fNS,i
t can be written as (27)

with v(t, x) = p(m(t) − x) + (1 − p)(b(t, hi) − x)f0([hi, 1]). Thus according

to Prop. 4.1, the generalized inverse Xt of the cdf of fNS,i
t satisfies

∂tXt(r) = p(m(t)−Xt(r)) + (1− p) (b(t, hi)−Xt(r)) f0 ([hi, 1])

for r ∈ (0, 1]. Then for s ∈ (0, 1],

∂t (Xt(1)−Xt(s))
2 = −2|Xt(1)−Xt(s)|2(p+ (1− p)f0([hi, 1]))

so that

|Xt(1)−Xt(s)| ≤ |X0(1)−X0(s)|e−(p+(1−p)f0([hi,1]))t.

Sending s → 0+ gives the result. □

Notice that p+(1− p)f0([hi, 1]) > 0 for any i = 1, .., N since f0([hi, 1]) ≥
f0(hN ) > 0. It thus follows from this result that the support of fNS,i

shrink to a point which means that individuals tend to share the same
opinion. Moreover lower-ranked individuals coordinate faster than higher-
ranked ones due to the term f0([hi, 1]) which embodies the higher hierarchy
pressure faced by lower-ranked individual.
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As a consequence, to study the long-time behaviour of the fNS,i, it is
enough to study the mean opinion mNS,i(t) defined in (25). Indeed it follows
from the definition (3) of the W1-distance that

(29) W1

(
fNS,i(t), δmNS,i(t)

)
≤ e−(p+(1−p)f0([hi,1]))t.

The following result says that the mean opinion mNS,i satisfy a linear
system:

Proposition 4.3. The mean opinions mNS,1, ...,mNS,N satisfy

d

dt
mNS,i(t) = α

N∑
j=1

mS,j
0 (p+ (1− p)1{j≥i})f

S
0 (hj)

+ (1− α)
N∑
j=1

(p+ (1− p)1{j≥i})f
NS
0 (hj)m

NS,j(t)

−
(
p+ (1− p)f0([hi, 1])

)
mNS,i(t).

(30)

Proof. Taking ϕ(w) = w in (22) gives

d

dt
mNS,i

t =

∫
K
{p(m(t)− w) + (1− p)(b(t, hi)− w)f0 ([hi, 1])} fNS,i(t, dw)

= p(m(t)−mNS,i(t)) + (1− p)(b(t, hi)−mNS,i(t))f0([hi, 1]).

(31)

Moreover recalling notations (19), (20), (25), (26),

m(t) = α
∑
j

fS
0 (hj)m

S,j
0 + (1− α)

∑
j

fNS
0 (hj)m

NS,j

and

f0 ([hi, 1]) b(t, hi) :=

∫
K
w∗1h∗≥hi

f(t, dϖ∗)

= α
∑
j≥i

fS
0 (hj)m

S,j
0 + (1− α)

∑
j≥i

fNS
0 (hj)m

NS,j .

Replacing in (31) gives the result. □

4.2. Long-time behaviour. In this section we study the asymptotic be-
haviour of the solution of system (30). Notice first that system (30) is a
linear system

X ′(t) = AX(t) +B for X(t) = (mNS,1(t), ...,mNS,N (t))T

with

B = (B1, ..., BN )T , Bi = α
N∑
j=1

mS,j
0 (p+ (1− p)1{j≥i})f

S
0 (hj),



OPINION FORMATION PROCESS IN A HIERARCHICAL SOCIETY 17

and matrix A = (Aij) given by

Aij =

(1− α)fNS
0 (hi)−

(
p+ (1− p)f0 ([hi, 1])

)
, i = j,

(1− α)
[
p+ (1− p)1{j≥i}

]
fNS
0 (hj), i ̸= j.

We now analyse separately the cases p = 0 of “pure hierarchy”, and the
case p ∈ (0, 1) when the hierarchical transition of information is disrupted
with probability p.

4.2.1. Analysis of the “pure hierarchy” case p = 0. If p = 0 then

Bi = α
n∑

j=i

mS,j
0 fS

0 (hj), i = 1, ..., n,

and A is triangular superior:

Aij =


(1− α)fNS

0 (hi)− f0 ([hi, 1]) , i = j,

(1− α)fNS
0 (hj), j > i,

0 j < i.

We can thus solve the system X ′(t) = AX+B starting from the last row up
to the first one. Since the last (resp. first) row corresponds to the highest
(resp. lowest) hierarchy level, opinion propagates from the highest hierarchy
level hN down to the lowest h1, in agreement with our intuition.

More precisely we have

Theorem 4.1. For any i = 1, .., N ,

lim
t→+∞

fNS,i(t) = δ
mNS,i

∞

where

(32) mNS,N
∞ :=

{
mN

0 if fS
0 (hN ) = 0,

mS,N
0 if fS

0 (hN ) > 0,

and for i = 1, ..., N − 1,

(33) mNS,i
∞ =

(1− α)
∑

j≥i+1 f
NS
0 (hj)m

NS,j
∞ + α

∑
j≥i f

S
0 (hj)m

S,j
0

αfS
0 ([hi, 1]) + (1− α)fNS

0 ([hi+1, 1])
.

In particular if there is no stubborn individual in the subpopulation of

hierarchy level h1, ..., hN−1 then mNS,i
∞ = mNS,N

∞ for i = 1, ..., N − 1.

Proof. Notice that

d

dt
mNS,N (t) = ANNmNS,N (t) +BN

with

ANN = (1− α)fNS
0 (hN )− f0(hN ) = −αfS

0 (hN ), BN = αmS,N
0 fS

0 (hN ).

Let us first examine the case fS
0 (hN ) = 0 i.e. there are no stubborn

agents with hierarchy hN . Then ANN = BN = 0 so that d
dtm

NS,N
t = 0
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i.e. mN (t) = mNS,N (t) = mN
0 . It follows that fNS,N (t) → δ

mNS,N
∞

with

mNS,N
∞ := mN

0 . If on the other hand fS
0 (hN ) > 0, so that α > 0, then

mNS,N (t) → −BN/ANN = mS,N
0 =: mNS,N

∞ .

We thus obtain (32).
We can now determine iteratively the limit of mNS,i(t) for i = N −1, N −

2, ..., 1. Indeed from

d

dt
mNS,i(t) = Aiim

NS,i(t) +
∑
j>i

Aijm
NS,j(t) +Bi

we see that

lim
t→+∞

mNS,i(t) = mNS,i
∞ :=

∑
j>iAijm

NS,j
∞ +Bi

−Aii
.

Since

−Aii = f0 ([hi, 1])− (1− α)fNS
0 (hi)

= αfS
0 ([hi, 1]) + (1− α)fNS

0 ([hi+1, 1])

we deduce (33).
Denote αj the proportion of stubborn individuals within the hj-subgroup.

Observe that αjf0(hj) = αfS
0 (hj) is the proportion of stubborn individuals

with hierarchy hj . Likewise (1−αj)f0(hj) = (1−α)fNS
0 (hj) is the proportion

of non-stubborn individuals with hierarchy hj . Then the limit mean opinion

in the hj-subgroup is mj
∞ = αjm

S,j
0 + (1 − αj)m

NS,j
∞ . So, (33) can also be

written as

mNS,i
∞ =

∑
j≥i+1 f0(hj)m

j
∞ + αif0(hi)m

S,i
0

αif0(hi) + f0([hi+1, 1])
i = 1, .., N − 1.

In particular if there is no stubborn agent in the population h1, ..., hN−1

i.e. α1 = ... = αN−1 = 0 then

mNS,i
∞ =

∑
j≥i+1 f0(hj)m

j
∞

f0([hi+1, 1])
i = 1, .., N − 1.

We can then easily prove by induction that mi
∞ = mN

∞ for i = 1, ..., N − 1.
Thus in that case the limit opinion mN

∞ of the agents with highest hierarchy
hN spreads to all the non-stubborn agents of lower hierarchy.

□

The previous Theorem shows that when p = 0, the information flows
from top-to-bottom being only modified by stubborn individuals. When
p ∈ (0, 1), this vertical transmission is disrupted. We examine this case in
the next subsection.



OPINION FORMATION PROCESS IN A HIERARCHICAL SOCIETY 19

4.2.2. Analysis of the case p ∈ (0, 1). We begin our analysis of the case
p ∈ (0, 1) showing that when there is a positive fraction α of stubborn
individuals in the population, the eigenvalues of A have negative real parts.

Proposition 4.4. The eigenvalues of A belong to the set {z ∈ C : Re z ≤
−pα− (1− p)αfS

0 (hN )}.

Proof. According to Gershgorin’s Discs Theorem, the eigenvalues of A lies
in the union of the discs D(Aii,

∑
j ̸=i |Aij), i = 1, .., N . Let us verify that

any such disc lies in {Re z ≤ −pα − (1 − p)αfS
0 (hN )}. Notice that Aij ≥

0, j ̸= i. Concerning Aii, notice that it is non-increasing in p (because
d
dpAii = f0([hi, 1])−1 ≤ 0) and if p = 0 we have that Aii = (1−α)fNS

0 (hi)−
f0 ([hi, 1]) ≤ 0. Thus Aii ≤ 0. Writing

f0 ([h, 1]) = αfS
0 ([h, 1]) + (1− α)fNS

0 ([h, 1])

and∑
j ̸=i

Aij =
∑
j<i

Aij +
∑
j>i

Aij = (1−α)pfNS
0 ([0, hi−1]) + (1−α)fNS

0 ([hi+1, 1]),

we have

Aii +
∑
i ̸=j

|Aij | = Aii +
∑
i ̸=j

Aij

= (1− α)fNS
0 (hi)− (p+ (1− p)f0 ([hi, 1]))

+ (1− α)pfNS
0 ([0, hi−1]) + (1− α)fNS

0 ([hi+1, 1])

= (1− α)fNS
0 (hi)− p− (1− p)αfS

0 ([hi, 1])− (1− p)(1− α)fNS
0 ([hi, 1])

+ (1− α)pfNS
0 ([0, hi−1]) + (1− α)fNS

0 ([hi+1, 1]).

Since fNS
0 (hi) + fNS

0 ([hi+1, 1]) = fNS
0 ([hi, 1]).

Thus

Aii +
∑
i ̸=j

|Aij |

= p(1− α)fNS
0 ([hi, 1])− p− (1− p)αfS

0 [hi, 1] + (1− α)pfNS
0 ([0, hi−1])

= −pα− (1− p)αfS
0 ([hi, 1]) .

Thus the eigenvalue of A belongs to {Re z ≤ −pα− (1− p)αfS
0 (hN )}. □

As a consequence if α > 0 the eigenvalues of A are negative. Then
limt→+∞X(t) = X∞ with AX∞ + B = 0 i.e. X∞ = −A−1B. We thus
obtain the following result:

Theorem 4.2. Suppose that p > 0 and α > 0. Then

(34) lim
t→+∞

fNS,i(t) = δ
mNS,i

∞
i = 1, .., N,

where (mNS,1
∞ , ...,mNS,N

∞ )T = −A−1B.
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We show in the next section numerical simulations of the agent model
which agree completely with the conclusion of Theorems 4.1 and 4.2. We
will also observe that when α = 0, individuals also share asymptotically the
same opinion in each hierarchy level. Unfortunately we were not able to deal
theoretically with this case α = 0. It usually requires an explicit conserved
quantity (see e.g. [20]) we could not find.

5. Computational simulations

We present in this section some simulations of the agent model and com-
pare the numerical limit opinions in each hierarchy level with the theoretical
predictions (32)-(33) and (34) found above.

The simulations of the agent model were done considering a population
of N = 10000 individuals divided in three hierarchy levels h1 = 0, h2 =
0.4, and h3 = 1 in respective proportion of f0(h1) = 0.2, f0(h2) = 0.7,
and f0(h3) = 0.1. Initially opinion are distributed uniformly at random
in each hierarchy level as Unif(−0.9,−0.7) in h1, Unif(−0.5, 0.5) in h2,
Unif(0.8, 1) in h3. The strength γ of the attraction in the interaction rule
(4) was taken as γ = 0.01.

We run the simulation with or without the presence of stubborn individ-
uals considering in each case the following values of p: p = 0, p = 0.25,
p = 0.5 and p = 1.

We show in Figure 1 below the evolution in each hierarchy level of the
mean opinion in the non-stubborn population together with the evolution
of its variance in inset. The theoretical limit opinion is indicated by black
dashed line. Figure 2 below shows the evolution of the distribution of opinion
in the whole population. In both Figures each row corresponds to a value of
p (from Top to Bottom, p = 0, 0.25, 0.5, 1). The left column corresponds to
simulations without stubborn agents, and the right column to simulations
with stubborn agents. In that case we suppose that there is a proportion of
stubborn individual in the hierarchy levels h1, h2, h3 equal to 0.5, 0.3, 0.8
respectively.

We can observe that the opinion distribution in each hierarchy level con-
verges to a Dirac mass. In the cases p = 0 and p > 0, α > 0, the limit
opinion values agree perfectly with the theoretical predictions (32)-(33) and
(34) indicated by black dashed line. Comparing the top row for p = 0 with
the 2nd row p = 0.25, we can appreciate how the noise p disrupts the top-
to-bottom transmission of information. The variance shown in the inset
converge to 0 exponentially fast in agreement with Prop. 4.2. We can also
see that the lower ranked population reach consensus earlier than the higher
ranked one. This also agrees with the estimate of the velocity of convergence
given in Prop. 4.2. Eventually this convergence seems to hold also in the
case p > 0, α = 0 which we could not treat theoretically.
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Figure 1. Time evolution of the mean opinion and its vari-
ance (inset) in the non-stubborn population for each hierar-
chy level with/without stubborn and for different values of p.
From Top to Bottom: p = 0, p = 0.25, p = 0.75, p = 1. Left:
without stubborn agent, Right: with stubborn agent. The
theoretical limit opinions (available when p = 0 and p > 0
with stubborn agents) are indicated by black dashed hori-
zontal lines.
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Figure 2. Time evolution of the distribution of opinion in
the whole population for the same model parameters as in
Figure 1. From Top to Bottom: p = 0, p = 0.25, p = 0.75,
p = 1. Left: without stubborn agent, Right: with stubborn
agent.
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